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Abstract
Global Navigation Satellite System Reflectometry (GNSS-R) is an active, bistatic remote sensing technique operating at L-band frequencies. GNSS-R signals scattered from a rough ocean surface are known to interact with longer surface waves than traditional scatterometry and altimetry signals. A revised forward model for GNSS-R measurements is presented which assumes an ocean surface wave spectrum that is forced by other sources than just the local near-surface winds. The model is motivated by recent spaceborne GNSS-R observations that indicate a strong scattering dependence on significant wave height, even after controlling for local wind speed. This behavior is not well represented by the most commonly used GNSS-R scattering model, which features a one-to-one relationship between wind speed and the mean-square-slope of the ocean surface. The revised forward model incorporates a third generation wave model that is skillful at representing long waves, an anchored spectral tail model, and a GNSS-R electromagnetic scattering model. In comparisons with the spaceborne measurements, the new model is much better able to reproduce the empirical behavior.

1. Introduction and Overview
Global Navigation Satellite System Reflectometry (GNSS-R) is a relatively young remote sensing technique proposed to measure geophysical quantities such as ocean surface roughness and wind speed. With it quickly gaining momentum [Zavorotny et al., 2014], there has been rapid and ongoing development of instrumentation [e.g., Gleason et al., 2016], retrieval algorithms [e.g., Clarizia et al., 2014], and scattering models [e.g., Zavorotny and Voronovich, 2000; Lin et al., 1999]. GNSS-R is a relatively low-cost technique which leverages existing navigation signals as the transmitter half of the bistatic radar system. This technique makes use of a forward scattering geometry, in contrast to conventional monostatic scatterometers and altimeters, which use a back scattering geometry. The frequency of operation is dictated by the transmitters, which are typically L-band (1–2 GHz) navigation satellites.

The combination of L-band signals and forward scattering geometry has been rarely used in the past by remote sensing instruments, and thus brings about new implications for electromagnetic interaction with surface features. In particular, bistatic L-band radar return is dominated by quasi-specular scattering, which is dictated by waves longer than about 3 times the electromagnetic wavelength [e.g., Valenzuela, 1978; Brown, 1978]. In the ocean, L-band GNSS-R is therefore sensitive to surface waves of about 50 cm in wavelength and longer. In contrast, for radar scatterometers, according to two-scale models, these 50 cm waves are tilting waves that bring about mostly secondary effects compared to the primary Bragg scatterers. Although radar altimeter scattering is also primarily quasi-specular, they typically operate at higher C-band (5 GHz) or Ku-band (13 GHz) frequencies (e.g., TOPEX/Poseidon ALT) [Fu et al., 1994], which correspond to wavelengths of order one centimeter. For typical ocean roughness spectra, these centimeter scale features dominate the roughness, so the ~50 cm scale waves in most cases play only a minor role for altimetric sensors.

Modeling GNSS-R ocean scattering at L-band presents novel challenges. Short gravity waves tens of centimeters long are in a different regime than the millimeter capillary waves, because they are governed by different physics. With surface tension being negligible, these short gravity waves take longer to dissipate and propagate further before decaying. There have been questions [Cardellach et al., 2014] and results showing...
nonnegligible GNSS-R sensitivity to long gravity waves. However, such waves have yet to be taken into account in GNSS-R forward models. For example, the end-to-end simulator for the upcoming Cyclone Global Navigation Satellite System (CYGNSS) mission ([C. S. Ruf et al., 2016] uses the Katzberg relationship to model the roughness, which assumes that the scattering cross section is determined by the local, instantaneous wind speed alone ([C. Ruf et al., 2016]). The limitation of this assumption is illustrated in section 3, below, in which spaceborne scattering measurements are shown to exhibit large differences from those predicted by the Katzberg-model (e.g., Figures 8 and 9). The differences are most pronounced, and considered significant, at lower wind speeds.

In this paper, our objective is to develop, and then experimentally validate, a more accurate GNSS-R forward model by incorporating forcing effects other than local winds. In section 2, we present the model, which includes a third-generation wave model that has not previously been incorporated into a GNSS-R forward model. The rationale for the choice of the surface model and parameters therein are discussed. In section 3, we compare spaceborne measurements with our model predictions and with the predictions produced by the Katzberg model. We conclude with a discussion of some of the nonlocal effects that contribute to the scattering measurements predicted by our model, and consider other, second-order, effects that have not been incorporated into the model but could be as future work.

2. The Forward Model

2.1. Surface Wave Models

For phase-averaging surface wave models, one important goal is to quantify the spectral energy accurately in the form of a wave spectrum, which can range from a one-dimensional directionally integrated spectrum in the simplest case to a full three-dimensional frequency-wavenumber-direction spectrum for linear and nonlinear waves. These models can generally be divided into two types: (1) empirical models based on dimensional analysis and parameterized by wind speed and, possibly, wave age, and (2) spectral evolution models based on the energy-balance equation.

The first type constrains the shape of the spectrum, which is typically a smooth function of the input parameters. Usually, conditions are classified as duration or fetch-limited ([Hwang and Wang, 2004]), and the wave age is computed accordingly. The wave age and wind speed are then used to parameterize the wave spectrum. The Pierson-Moskowitz ([Pierson and Moskowitz, 1964]), JONSWAP ([Hasselmann et al., 1973], Elfouhaily [Elfouhaily et al., 1997], and Hwang [Hwang et al., 2013]) spectra are of this type. The second type of model includes WAVEWATCH3 ([Tolman and the WAVEWATCH III Development Group, 2014] (denoted by WW3 hereafter), University of Miami Wave Model ([Donelan et al., 2012], SWAN [Booij et al., 1999], and WAM [Komen et al., 1994]). These models solve the energy balance equation numerically, a Eulerian form of which in simple cases (conditions given below) may be expressed as

$$\frac{\partial E(k, x, t)}{\partial t} + c_g \frac{\partial E(k, x, t)}{\partial x} = S(k, x, t),$$

where $E$ is the one-dimensional wavenumber-direction spectrum with SI units of m$^3$, with the wavenumber energy spectrum being $\rho g E$ with units of J/m, $\rho$ is the mass density of sea water, and $g$ is the gravitational constant. $c_g$ is the group velocity in the x direction. $S(k, x, t)$ is the collective source term combining the effects of wind input, whitecapping dissipation, and nonlinear wave-wave interaction. Equation (1) models the temporal evolution and spatial propagation of the elevation variance of a one-dimensional wave in deep water and neglects the effects of currents. In practice, an equation of this type is discretized and integrated in time and space to solve for the wave spectrum at each time step and grid point. The source terms, with improved understanding of wave physics, have undergone significant development in the last 50 years, and are now in their “3rd generation” [Komen et al., 1994].

For the second type of wave model, rather than having an a priori form, the individual source terms are crafted, and the spectrum is left free to evolve. Before the 1950s, models of the first kind were used for wave forecasting. However, several aspects are challenging for the parametric models to handle, such as the accounting for swell generated afar, and irregular bathymetry and coastlines [Ardhuin, 2016, p.52]. In addition, Chen et al. [2016] found that two such empirical models show significant errors in modeling the response time of waves to wind in general conditions, while later investigations showed the third-generation model WW3 performs significantly better in comparisons with in situ measurements.
Despite its shortcomings, the parametric models and the associated experiments that led to them, are widely used when modeling idealized duration and fetch-limited cases. These ideal cases have been invaluable in the development of the spectral-evolution models’ source terms, and they continue to serve as reference calibration points for the state-of-the-art third generation models. Moreover, these parametric models are considered the current state-of-the-art models for high-frequency waves.

The form and shape of the spectral tail assumed in the model is still an area of active research [Ex. Plant, 2015, Reichl et al., 2014; Hwang et al., 2013], partly due to the challenges in their accurate measurement [Hwang, 2005].

Many electromagnetic models to-date have incorporated these parametric models [e.g., Voronovich and Zavorotny, 2001; Apel, 1994; Hwang and Fois, 2015] as the surface wave model, with the inverse wave age often set to 0.84 for “well-developed” conditions. It should be noted that formulations of source term balance of short Bragg waves have been attempted [e.g. Lyzenga and Bennett, 1988], but much uncertainty remain [Hwang et al., 2013].

For GNSS-R, the surface roughness of relevance is the low-pass-filtered mean square slope (mss)

\[ L_P_{mss}(k_u) = \int_0^{k_u} k^2S(k)dk \]  

(2)

Empirically, Brown [1978] found \( k_u = \frac{2\cos \theta}{\lambda} \) to be a suitable cutoff, with \( \lambda \) being the electromagnetic wavelength and \( \theta \) denoting the incidence angle of the observation. For the GPS L1 carrier with a frequency of 1.575 GHz, and typical incidence angles of less than 35°, \( k_u \approx 10 \) rad/m, so waves of about 60 cm and longer are sensed by GNSS-R. We mention in passing that the quantity significant wave height, usually denoted as \( H_s \) and used in our analysis in section 3, can be computed from the wavenumber spectrum as

\[ H_s = 4 \left( \int_0^\infty S(k)dk \right)^{2/3} \]  

(3)

Once the wave spectrum is known, \( L_P_{mss} \) can be readily calculated. Katzberg et al. [2013] developed a semi-empirical, one-to-one relationship between wind speed and mean squared slope by fitting data provided by airborne GNSS-R experiments and an adjusted high-resolution wind speed model. The Katzberg model is even simpler than the parametric wave models because it does not involve the wave spectrum. This relationship is expressed as follows

\[ L_P_{mss} = 0.45(0.00316f(U_{10}) + 0.00192f(U_{10}) + 0.003) \] 

\[ f(U_{10}) = U_{10}, \quad 0 < U_{10} < 3.49 \text{ m/s} \] 

\[ f(U_{10}) = 6 \ln(U_{10}) - 4, \quad 3.49 < U_{10} < 46 \] 

\[ f(U_{10}) = 0.411 U_{10}, \quad 46 < U_{10} \]  

(4)

where \( U_{10} \) is the wind speed at 10 m height. It is plotted in Figure 1.

Figure 1. The Katzberg U10-mss relationship.
The end-to-end simulator for CYGNSS [C. S. Ruf et al., 2016], which ingests wind speed and generates the delay-Doppler-map, currently uses the Katzberg relationship.

According to the Elfouhaily spectra shown in Figure 2, the long waves contribute a considerable portion of the $L_{P_{mss}}$ sensitivity to wind. Such characteristics are similar to other spectra [e.g., Apel, 1994, Figure 6].

As noted above, the inclusion of a third-generation model, which focuses on the energy-containing long waves, has not been necessary for other sensing techniques. Whether a model would benefit GNSS-R is a question we explore in this work. As third-generation wave models have demonstrated considerable skill in forecasting wave properties near the spectral peak (such as $H_s$ and $T_p$) [e.g., The WAMDI Group, 1988; Ardhuin et al., 2010; Chu et al., 2004], we make use of this type of model in our work. In particular, we select WAVEWATCH III (WW3) as the low-frequency wave model, which is run operationally by the National Weather Service (NWS). The source terms of WW3 include wind input, dissipation, nonlinear interaction, bottom friction, ice scattering, among others.

Since our interest is in mss, we use the Ardhuin et al. [2010] source term package, which is the only reported source term package for WW3 validated for mss. Along with WW3, this package is open-source to users in most countries. As mentioned earlier, the spectral tail of high-frequency waves is not completely resolved at the time of writing. All third-generation waves thus explicitly model the wave spectrum only up to a certain frequency, and attach a high-frequency tail thereafter. We select a simple $k^{-3}$ spectral tail, which is suggested by the work of Banner et al. [1989], Forristall [1981], and Phillips [1958]; it was also used recently by Reichl et al. [2014] in a high-frequency model based on WW3. The tail is attached at the last frequency modeled by WW3, and thus is completely determined by the value of the spectrum at that frequency. A more elaborate model may include a high-frequency model like that of Plant [2015], Hwang et al. [2013], or Elfouhaily [1997], but this option is not pursued here.

Our WW3 run is driven by the ECMWF operational wind analysis, and has 3 h temporal output resolution and 0.5° latitude and longitude spatial resolution. The last wavenumber before spectral tail attachment is 2.06 rad/m. The $k^{-3}$ spectral tail ends at $k_u$, which is determined by the incidence angle of the track under consideration. For our simulation, the model is driven by wind only; currents play a minimal role globally (J. Bidlot, personal communication, 2016)—however, in hurricane conditions, currents can have a significant role [Fan et al., 2009]. We limit ourselves to nonhurricane conditions in this work, and thus neglect currents. In the following, we refer to the WW3 with spectral tail attached as the extended WW3 model.

An example of the attachment of the spectral tail is shown in Figure 3.

### 2.2. GNSS-R Electromagnetic Scattering and Signal Processing Model

The ZV model developed by Zavorotny and Voronovich [2000] is a widely used scattering and signal processing model for the GNSS-R received signal. This model is based on geometrical optics (GO) and is valid for a sufficiently rough surface and nongrazing incidence. In practice, the ocean surface can be considered sufficiently rough at wind speeds above about 3 m/s and nongrazing incidence angles are those below

![Figure 2. Elfouhaily slope spectrum in area-conservative form. The relevant portion for GNSS-R is about 10 rad/m and below.](image-url)
about 70°. The received signal is a function of delay and frequency. A two-dimensional plot of the signal power is known as a Delay Doppler Map (DDM) (explained in greater detail in section 3). Because the ZV model connects the wave model and the observables and is pertinent to our signal processing methods, we discuss it here in some detail.

The signal power intercepted by the receiver antenna can be expressed as

\[ P_s(s, f) = CP_t \frac{\Gamma_{Grant} R_t^2 R_r^2}{c} \left( \Delta \tau, \Delta f \right) \sigma_0(\tilde{s}) dA \]  

(5)

where \( P_s(s, f) \) is the signal power for delay \( s \) and frequency \( f \). \( C \) is a constant that depends on the electromagnetic wavelength and coherent integration period of the receiver. \( P_t \) is the GPS transmitter power and is assumed to be constant, as is \( \Gamma \), the product of transmitter antenna and instrument gains. \( \Gamma_{Grant} \) is the receiver antenna gain and \( R_t, R_r \) are the distances from the dummy integration position on the grid to the transmitter and receiver, respectively. The surface integral is performed over an area large enough for the desired \( s \) and \( f \) ranges, and is known as the glistening zone. For us, \( s \) ranges over about 30 l/s and \( f \) ranges over about 10 kHz. The glistening zone is chosen to be 200 km by 200 km centered at the specular point, which is sufficient for most scattering geometries of the TDS-1 instrument considered in section 2.3.

\[ \Delta \tau = |\tau_S - \tau|, \quad \text{with } \tau_S = (R_t + R_r)/c \]  

and for a given geometry, it is a constant for a given surface location, independent of \( s \) and \( f \). Similarly, \( \Delta f = f_g - f \), and \( f_g = f_{CW}/c(\tilde{u}_S \cdot \tilde{v}_S + \tilde{u}_T \cdot \tilde{v}_T) \). \( f_{CW} \) is the frequency of the carrier wave; for the GPS L1 carrier, it is 1.575 GHz. \( \tilde{u}_S \) is the unit vector from the specular point to the receiver, \( \tilde{v}_S \) is the receiver velocity vector, \( \tilde{u}_T \) is the unit vector from the specular point to the transmitter, and \( \tilde{v}_T \) is the transmitter velocity vector.

\[ \chi^2(\Delta \tau, \Delta f) \]  

is known as the ambiguity function and models the selectivity of the radar system. Letting \( \tau_0 \) and \( f_0 \) be the delay and Doppler shift corresponding to the specular point, respectively, if the selectivity is sufficiently high such that \( \frac{\Gamma_{Grant}}{R_t^2 R_r^2} \sigma_0 \) is constant for some small area \( \Delta A \) around the specular point, then, because \( \chi^2(0, 0) = 1 \)

\[ P_{10} = P_s(\tau_0, f_0) = CP_t \frac{\Gamma_{Grant} R_t^2 R_r^2}{c} \sigma_0 \Delta A \]  

(6)

We make use of this equation in section 2.3.

Similar to \( \tau_g, f_g, \Gamma_t, \Gamma_{Grant}, R_t, R_r, S \) is also a constant for a given location (independent of \( s, f \))—it specifies the favorable orientation (two perpendicular slope components) of a facet that reflects the incident ray toward the receiver. The scattering cross section \( \sigma_0(\tilde{s}) \) is where the surface roughness enters—under
geometric optics, $\sigma_0$ is proportional to the PDF of slopes as well as the square of the Fresnel surface reflectivity. The PDF of slopes and its measurement remain an active area of research [e.g., Cardellach and Rius, 2008; Liu et al., 1997]. To a first order, the PDF of slopes can be approximated by a bivariate Gaussian

$$pdf(s_u, s_c) = \frac{1}{2\pi \sqrt{\text{mss}_u \text{mss}_c}} \exp \left\{ -\frac{1}{2} \left( \frac{s_u^2}{\text{mss}_u} + \frac{s_c^2}{\text{mss}_c} \right) \right\}$$

(7)

where the subscripts $u$ and $c$ denote the upwind and crosswind components. This assumption is also used in Zavorotny and Voronovich [2000]. At the specular point, $pdf(0, 0)$ is proportional to the inverse of the geometric mean of the mss components. It should be noted that more complex PDFs have also been considered.

In this work, we further assume that the seas are isotropic and the two components of mss are equal. Equivalently, the two-dimensional PDF is rotation-invariant in the sense that it only depends on the magnitude of $\tilde{s}$. Note that the mss is obtained from WW3 using equation (2).

### 2.3. Model Configuration and Postprocessing for TDS-1
TechDemoSat-1 (TDS-1) is a technology demonstration mission operated by Surrey Satellite Technology Limited (SSTL) [Unwin et al., 2016]. One of its payloads is the Space GNSS Receiver Remote Sensing Instrument (SGR-ReSi), the GNSS-R instrument of interest. TDS-1 has a circular orbit with an altitude of about 630 km. Because there are other instruments on the TDS-1 mission, the SGR-ReSi has limited operating
time, so the data it collects are limited. In this paper, all references to TDS measurements refer to data collected by the SGR-ReSi.

From section 2.2, several pieces of information are required to compute the received signal. The GPS transmitted power is not published, so it is assumed to be constant. The other parameters needed are:

1. transmitter position and velocity,
2. receiver position and velocity,
3. receiver antenna and instrument (RF and IF) gains, and
4. mss.

All these quantities are functions of time. For a moving receiver, the specular point traces out a trajectory in time across the ground known as a track. In this work, two surface models are used for computing the mss: the Katzberg model and the extended WW3 model. The GPS transmitter and TDS receiver positions and velocities, along with the TDS receive antenna pattern, are furnished by SSTL. However, the instrument gain is not available; in fact, the receiver has automatic gain control (AGC) turned on, so the instrument gain changes with signal level, and this time-varying gain is not recorded. We therefore process the DDMs in a way that is not sensitive to the gain value, by forming the ratio between their signal and noise regions. The resulting DDMs are of relative received power, normalized by the noise floor of the measurements. They are still sufficiently sensitive to changes in the surface conditions, provided variations in the receiver noise floor are small enough over relevant time scales.

The glistening zone is set to 200 km by 200 km. This determines the surface area over which the numerical integration is taken in the model. The wind and mss are assumed to be constant over the area of integration.

In addition to the contribution to the received signal power by scattering from the ocean surface, $P_s$ in equation (5) also contains other components due to radiometric thermal emission by the scene, noise due to the receiver instrumentation (including the antenna), and radio-frequency interference (RFI) [e.g., Chen and Ruf, 2015]. We neglect RFI in this paper. The total received signal (in uncalibrated

---

**Figure 5.** Along-track antenna gain for RD17 TR407 for specular points in the ocean; the SN ranges from 264 to 1007.

**Figure 6.** (left axis) Along-track $U_{10}$ and (right axis) $H_s$. The green band denotes a narrow range of $U_{10}$ values, the relevance of which is discussed in the text.
units of counts) can then be modeled as

$$C_T(t, f) = G_r(P_N + P_s)$$  \(8\)

where $G_r$ is the receiver instrument gain (excluding the antenna gain) and $P_N$ is the total noise power. $P_N$ includes the radiometric thermal emission from the scene referred to the output of the antenna and the noise due to receiver instrumentation. $P_s$ is the GNSS-R signal power, given by the ZV model in equation (5). To be precise, $P_s$ is the ensemble mean of the signal power. In practice, there will also be speckle noise present in the measurements. Our model neglects the speckle noise and estimates the ensemble mean.

The noise contributions to the measurements are estimated by examining pixels of the DDM at delay values that correspond to altitudes higher than the surface. As such, these pixels contain no scattered surface signal and $P_s = 0$ can be assumed. In that case, the uncalibrated measurements can be written as

$$C_N = G_r(P_N)$$  \(9\)

The pixel in the DDM with the highest power is assumed to correspond to the specular point location. This is only approximate, as the peak power originates from a region near but not necessarily at the specular point. With two equations $C_T(t_0, f_0) = G_r(P_N + P_s(t_0, f_0))$ and $C_N = G_r(P_N)$, we cannot completely resolve the three unknowns, $P_s(t_0, f_0)$, $G_r$, and $P_N$. It should be noted that the upcoming CYGNSS mission carries an augmented version of the receiver that incorporates calibration targets and fixed receiver gain, so these unknowns can be determined. For TDS, no absolute calibration can be performed and the DDMA observable [Clarizia et al., 2014] is not easily computed. (An observable is a single number characterization of the DDM.)

Because of this, a proxy for the DDMA, known as the SNR [Jales, 2015], is now being used in the TDS community. It is defined by

$$SNR = \frac{C_T(t, f) - C_N}{C_N} = \frac{G_r(P_N + P_s) - G_r(P_s)}{G_r(P_s)}$$  \(10\)

We see that the SNR observable is independent of gain as desired, but depends on the noise power. Gain varies much faster than the noise power—the dominant factor is changes due to instrument temperature and AGC adjustments.

For our simulations, we only model $P_s$ and do not model the thermal noise. To estimate $P_N$, we compute the ratio between the measured SNR and the modeled $P_s$ over an entire track. Thus:

$$P_N = \frac{E[P_s^{\text{sim}}]}{E[SNR^{TDS}]}$$  \(11\)

where $E[.]$ is the time average operator, $P_s^{\text{sim}}$ is the simulated signal power, and $SNR^{TDS}$ is the TDS-measured SNR. This assumes that $P_N$ is constant over the track, and there are no biases to $P_s$. With $P_N$ known, the simulated SNR can then be computed.

Figure 7. Measurement SNR observable versus $H_s$ with $U_{10}$ between 5.7 and 6.2 m/s—this range is shown by the green band in Figure 6.
The computation of modeled SNR requires the extraction of a single parameter from the measurements. Note that there are other observables that could alternately be used, such as the DDM volume observable [Marchan-Hernandez et al., 2008]. This observable, fundamentally, makes use of the ratio of the signal powers from DDM bins far away from the specular point to those at or near the specular point. We have considered this observable in our analysis and the results are similar in character to those using the SNR presented in section 3, but they are found to exhibit a large noise level than the SNR observable. For this reason, we will use an SNR-related observable in the following discussions.

To focus on the effects of sea state, we define the Scaled SNR as:

$$SSNR = \frac{SNR}{R_{tSP}^2 R_{rSP}^2}$$

(12)

where \( R_{tSP} \) and \( R_{rSP} \) are the distances from the specular point to the transmitter and receiver, respectively.

We neglect scaling corrections for scattering area and incidence angle-dependent Fresnel reflectivity for simplicity and because the measurement geometries present in the TDS sample population do not exhibit significant variations.

Last, we note that for a given geometry, higher mss values (greater roughness) correspond to smaller SNR values.

3. Results and Discussion

We analyze one TDS track in this work: Track 407 in RD 17 of SSTL’s Version 0.3 data set. This track contains about 16 min of continuous data, collected by a single receiver channel and a single GPS transmitter (GPS PRN #10 and Receiver Channel #2, per SSTL’s numbering conventions). One DDM is produced every second. This track exhibits a good variation of coastal and oceanic conditions, as well as a variety of sea states. The track of the specular point is plotted in Figure 4.

The receive antenna gain along the track is plotted in Figure 5. The variation in gain results from the progression of transmitter and receiver locations, and the resulting change in measurement geometry, over time.

---

Figure 8. TDS Measurements. (top) SN 293 with Hs = 1.34 m and U10 = 6.19 m/s. (middle) SN 301 with Hs = 1.57 m and U10 = 6.18 m/s. (bottom) SN 386 with Hs = 2.13 m and U10 = 5.70 m/s.
Because antenna gain can affect the signal quality, we consider only measurements with gain greater than 3 dB in our analysis. In addition, since our interest is in ocean GNSS-R, we filter out any data with its specular point located less than 100 km away from the coast. The resulting data set has sample numbers ranging from 293 to 1007. This is the rationale for restricting the grid size to be 200 km by 200 km as mentioned in section 2. Relative to the specular point, delay, and Doppler bins with less than 18 s and 5000 Hz in either direction are considered, and this is the range plotted in the DDMs shown below. The average incidence angle for the track under consideration is 13.8°, which results in a cut-off wavenumber, $k_w$, of 10.59 rad/m or 59 cm in wavelength.

3.1. Empirical Evidence of Measurement Sensitivity to Significant Wave Height

As seen from equations (2) and (3), significant wave height, $H_s$, is much more sensitive to long waves than the mean square slope. These long waves include swell that is not correlated with wind. In this subsection, we explore the dependence of SSNR (and thus mss) on $H_s$ using TDS measurements.

In Figure 6, $U_{10}$ and $H_s$ are plotted against sample number (SN) for Track 407. Each SN is separated by approximately one second, and, for this track, the specular points of two consecutive measurements are spaced about

Figure 9. DDMs predicted by the two forward models: (left) WW3 and (right) Katzberg given ocean conditions $H_s = 1.34$ m and $U_{10} = 6.19$ m/s consistent with observation SN 293. Compare to the top plot in Figure 8. For WW3, the DDM is in good agreement with the observation. For Katzberg, both the shape and signal magnitude show large discrepancies.

Figure 10. DDMs predicted by the two forward models: (left) WW3 and (right) Katzberg given ocean conditions $H_s = 1.57$ m and $U_{10} = 6.18$ m/s consistent with observation SN 301. Compare to the middle plot in Figure 8. For WW3, the DDM is in good agreement with the observation. For Katzberg, both the shape and signal magnitude show large discrepancies.
6000 m apart. Hs is obtained from spatial interpolation of the same WW3 model run, as WW3 is skillful in modeling Hs. U10 comes from the same ECMWF wind reanalysis product that is used to force the WW3 model. Although U10 exhibits some correlation with Hs, there are many points where they deviate from one another. To control for U10 and examine the variance of the SSNR explained by Hs alone, we restrict our analysis to measurements for which U10 lies in the narrow range between 5.7 and 6.2 m/s. This region is shaded by a horizontal green band in Figure 6. A scatterplot of the measured SSNR versus Hs values in this region is shown in Figure 7.

Hs is seen to have a strong effect on SSNR that cannot be accounted for solely by wind speed. This behavior has been noted previously [Soisuvam et al., 2016]. Some scatter is also seen, indicating that SSNR has additional variability explained by neither Hs nor wind speed. In the figure, we have picked three representative measurements; these are circled in red with their SNs indicated. We examine their DDMs in this and the next subsections.

The three DDMs measured by TDS are presented in Figure 8. Both the magnitude and shape of the DDMs change significantly. The magnitude decreases monotonically as Hs increases, which is consistent with theoretical expectations. The mss corresponding to each of the DDMs can be estimated using either the Katzberg or WW3 model. In the case of Katzberg, all three wind speeds are nearly the same, so the mss is, too. It is 0.0172. With the WW3 model, mss is not solely dependent on wind speed and the mss is found to be 0.00028, 0.00063, and 0.0122 for SN 293, 301, and 386, respectively. The significant differences in mss with the WW3 model are due to other influences on the local sea state than simply the wind speed there. In particular, note that the significant wave height varies significantly between the three cases.

3.2. Modeling the Effect of Significant Wave Height on the Measurement

In this subsection, we examine modeled results and compare them to the measurements in the previous subsection. First, we look at the modeled DDMs of the three cases considered. Second, we look at the dependence on Hs predicted by the models. Last, we look at the along-track plots of the SSNR.

Because the windspeed is essentially the same in all three cases, the Katzberg DDMs should all look about the same. This is indeed the case, as seen the modeled DDMs in Figures 9–11 (right plots). The left plots show the results of the extended WW3 model. Comparing to the TDS measurements in Figure 8, it is seen that the WW3-based model is much better able to represent the behavior of the measurements, compared to the Katzberg model, in both the magnitude and shape of the DDMs.

We now plot modeled SSNR versus Hs in Figure 12. These plots reaffirm WW3’s skill over the Katzberg model. In particular, significant improvement is seen for low Hs values; these were found to
occur at the beginning of the track near the coast. In addition, the Katzberg model demonstrates deficiencies in the “branch” near $H_s = 3$ m and $SSNR = 3 \times 10^{-25}$; these correspond to very low wind-speeds of less than 3 m/s.

Figure 12. SSNR versus SWH, with U10 color-coded. The figures in the right column are zoomed in versions of the ones on the left. (a) TDS—these two plots are characteristically the same as Figure 7, but no filtering is done based on U10 (b) extended WW3, (c) Katzberg. Because of the inverse dependence of mss, SNR is much more sensitive to mss changes when mss is small.
To gain additional insight, we plot the SSNR versus along-track SN for the TDS measurements and both models in Figure 13. This figure should be used in conjunction with Figure 6, which shows the along-track $U_{10}$ and $H_s$. Using the variance of the difference between simulations and measurements as the metric, the extended WW3 model shows a 68.7% improvement over the Katzberg model over the entire track. The improvements in the coastal region at the start of the track is one significant contributor. If we consider only SN 342 and higher, we still see a 30.2% improvement in the skill of the extended WW3 model. This improvement can largely be attributed to the SNs 850–900, for which the wind speed is very low.

Another insight is that despite the attachment of a diagnostic tail, we see WW3 is also responsive to local wind: at SNs from about 900–950, $H_s$ is decreasing but wind speed is increasing (see Figure 6). WW3 is able to model the decreasing behavior of the observable correctly.

This analysis shows that the extended WW3 model has considerable skill modeling the GNSS-R observable, derived from its ability to take nonlocal long waves into account, and in modeling the sea state in low-wind speed conditions.

One implication of our results is that much of the sensitivity of the GNSS-R observable to the sea state derives from long and intermediate-scale waves of wavenumber 2 rad/m and lower. This is consistent with
predictions of the parametric Elfouhaily model shown in Figure 2. However, it should be noted that this track does not contain winds that change quickly in time. A track with rapid changes in wind temporally and spatially will be able to better evaluate whether the diagnostic tail should be replaced one that has an explicit wind speed dependence. Fast changes in wind may also necessitate that the model be run at a higher spatial and temporal resolution with the corresponding wind speed products.

Last, we note that both models show overly low SSNRs between serial numbers 350 and 500, while a slightly positive bias is seen between 600 and 850. These discrepancies can be the result of an overall, constant bias that is not removed before determining and applying the SSNR scale factor in equation (11). Such a bias may be due to errors in the cutoff $k_u$, or the spectral level. This bias may also contribute to the difference in shapes of the measured and WW3 DDMs shown in Figures 8 and 10.

4. Conclusions and Future Work

In this work, we have developed a GNSS-R forward model that incorporates a third-generation surface wave model. The analysis of one track of TDS measurements, with over 700 consecutive DDMs, shows that this model can account for observable dependencies on the local wind as well as other, non-local effects. In contrast to conventional remote sensing techniques, the non-local effects are significant for GNSS-R due to frequency and geometry. The model demonstrates improved skill over the widely used Katzberg one-to-one wind speed-mss model. Significant improvements are seen in low-wind conditions, in particular. The novelty and strength of the model is derived from the WW3 model, the source terms of which are the result of decades of work by the wave modeling, experimental, and remote sensing communities. Conversely, given the demonstrated sensitivity of GNSS-R to ocean surface wave spectra, the assimilation of its measurements into numerical wave models may also provide valuable constraints on the derived sea state.

The use of a third generation wave model in GNSS-R forward modeling has great potential for future work. Some ideas include:

1. retrieval of mss from the measurements, and taking into account scattering area and Fresnel reflectivity,
2. modeling of anisotropic seas with two mss components and a more sophisticated pdf of slopes, in effect creating a tighter coupling between the scattering and wave models,
3. relaxation of assumption of uniformity of wind and mss fields over the 200 km by 200 km glistening zone,
4. augmenting the scattering model by taking the coherent scattering component into account for low-wind speeds,
5. usage of CYGNSS data when it becomes available; with absolute calibration, better signal quality can be achieved, and
6. addition of wave-current interactions in the wave model.

To understand the underlying physical phenomena modeled by WW3 that allows it to produce better long-wave mss, it would be helpful to examine the two-dimensional wave spectra, as well as the source term spectra. Those insights may lead to the development of ancillary parameters that could be helpful in constructing better wind retrieval algorithms for GNSS-R.

The model presented here can also be used to improve our understanding of surface waves with GNSS-R measurements. Possibilities include the tuning of the spectral tail and development of appropriate source terms. The model is also expected to be helpful in the design of future GNSS-R missions and experiments.
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